
Large Loss Matters in Weakly Supervised 
Multi-Label Classification

Youngwook Kim, Jae Myung Kim, Zeynep Akata, Jungwoo Lee



Multi-label classification

• Image can contain multiple categories
• Ground truth : Multi-hot vector
• It is gaining attention recently. 
• Labelling cost is very expensive!
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Weakly supervised learning approach

“Weakly supervised multi-label classification” (WSML)
Partial label : Only small portion of full label is annotated per image (e.g. 10%)

• CVPR 2019, “Learning a Deep ConvNet for Multi-label Classification with Partial Labels”
• CVPR 2020, “Interactive Multi-Label CNN Learning with Partial Labels”
• NeurIPS 2020, “Exploiting weakly supervised visual patterns to learn from partial annotations”
• CVPR 2021, “Multi-Label Learning from Single Positive Labels”
• AAAI 2022, “Structured Semantic Transfer for Multi-Label Recognition with Partial Labels”
• AAAI 2022, “Semantic-Aware Representation Blending for Multi-Label Image Recognition with Partial Labels”

[a] : full label / [b],[c] : partial label
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Learning with partial labels

Q. How to train the model with incomplete labels?

A1. Train the model using observed labels
+    Bootstrapping [CVPR 2019]

Modeling label/image similarity from other images [CVPR 2020, NeurIPS 2020, AAAI 2022]

Alternatively train image classifier and label estimator [CVPR 2021]

Limitation : Heavy, complex optimization process
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Learning with partial labels

A2. Assume unobserved labels as negative (AN)
∵ Majorities of labels are negative in a multi-label setting [Ridnik et al, 2021]

Limitation : Label noise produced
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Learning with partial labels

A2. Assume unobserved labels as negative (AN)
∵ Majorities of labels are negative in a multi-label setting [Ridnik et al, 2021]

Limitation : Label noise produced

=> Look at the WSML problem from the perspective of noisy label learning!
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Our key observation

When training a model with noisy AN target,
the model first fits into clean label
and then gradually fits into noisy label!

a.k.a. “Memorization effect” [Arpit et al., 2017]



Our key observation

Based on memorization effect,

we can discriminate whether a specific sample is noisy 
with its loss value during training! [Han et al., 2018]

=> Reject or correct large loss samples during training!



Our method

Define AN target                                                                    where 



Our method

Introduce the weight term        in a standard BCE loss function

Naïve AN (Vanilla BCE) : 



Our method

1) LargeLoss-Rejection (LL-R)



Our method

2) LargeLoss-Correction(temporary) (LL-Ct)



Our method

3) LargeLoss-Correction(permanent) (LL-Cp)

with



Results

1) In artificially created partial label datasets



Results

2) In a real partial label dataset (OpenImages V3)



Qualitative results



Analysis

CAM visualization Pointing game result



Conclusion

- In this paper, we present a large loss modification scheme that rejects or 
corrects the large loss samples appearing during training the multi-label 
classification model with partially labeled annotation.

- This originates from our empirical observation that memorization effect also 
happens in a noisy multi-label classification scenario.

- Although heavy and complex components are not included, our scheme 
successfully keeps the multi-label classification model from memorizing the 
noisy false negative labels, achieving state-of-the-art performance on various 
partially labeled multi-label datasets.



THANK YOU! 

Code available!


